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H Einleitung > > > >

» Gegeniiber der Fihigkeit, die Arbeit eines einzigen Tages sinnvoll zu
ordnen, ist alles andere im Leben ein Kinderspiel.

(Johann Wolfgang von Goethe)

Bsp.: Situation an der Kasse im Supermarkt

[J  Gerechtigkeit: Bedienung der Kunden entsprechend ihrer Ankunftszeit

[1] Kunden mit geringer Einkaufsmenge wollen meist vorgelassen werden

[] Argumentation: Wartezeit der folgenden Kunden verldangert sich ja kaum!
[] Wartezeit des Vorgelassenen verkiirzt sich jedoch erheblich

)

Die Gesamtsumme der Wartezeiten wird minimiert

O O

Unterschiedliche Ziele fuhren zu unterschiedlichen optimalen Reihenfolgen
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m Einleitung > > > >

B s\ .
Job-Shop-Scheduling Problem
(Das Proble r Maschinenbglpgung in der Werkstattfertigung)

Werkstattfertigung Festlegung der Reihenfolge

= Sinnvoll erscheint im ersten Moment der Vergleich aller
theoretisch denkbaren Reithenfolgen

= Losungsmethodik einer vollstindigen Enumeration
fiihrt jedoch sehr schnell zu einer inakzeptablen
Rechendauer

= Bsp.: Jobvolumen von 100 Auftragen fiihrt zu
100!~ 10"® moglichen Belegungsplinen

= Vergleichsweise geschatzte Anzahl an Atomen unserer
MilchstraBe: 10%®
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H Modellcharakterisierung > > >

mmp Aufgabe des Job-Shop-Scheduling Problems ist die zulédssige zeitliche und
ortliche Zuordnung von Arbeitsgdngen eines oder mehrere Auftrage auf
verschiedene Maschinen unter Berlicksichtigung einer oder mehrerer gewahlter
Zielsetzungen und gegebener Restriktionen.

Modellannahmen und Notation (klassisches Modell)

[0 n Auftrige mitje {i...,n} , die sich aus g; Arbeitsgéingen
zusammensetzen (4,,..,4, ) Mit 4=1,., ¢, sollen auf m Maschinen
miti e {l,...,m} bearbeitet werden

Die Anzahl der Arbeitsgéange g; ist gleich derer an Maschinen; g, =m
Die Maschine 1 kann zur Zeit nur einen Auftrag j bearbeiten

Ein Auftrag j kann zur Zeit nur von einer Maschine 1 bearbeitet
werden

Ein Arbeitsgang h mit s e {,2,3,..., ¢, | kann nicht unterbrochen werden

Die fertigungstechnisch vorgegebene Arbeitsgangfolge definiert die
Bearbeitungsreihenfolge der Arbeitsginge (1./2./3./... Arbeitsgang)

Die Maschinenfolge x, = (u,,..... 11, ) von j gibt explizit an, welcher
Arbeitsgang des Auftrages j auf welcher Maschine gefertlgt wird

Bearbeitungszeiten t sind fix

O O OO O000
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H Modellcharakterisierung > > >

Fortsetzung

Es wird von einem statischen Modell ausgegangen, d.h. die
Bereitstellungszeitpunkte a; fiir alle j°s sind Null; a,=0

Ferner 1st das Modell deterministisch, d.h. alle Werte sind zu
Beginn unverdnderlich gegeben.

Somit existieren keinerlei zuféllige (stochastische) Faktoren

[0 Essind keine weiteren Restriktionen gegeben, wie bspw. Nach-,
Vorlauf-, Transportzeiten, Ressourcenbeschrinkungen, oder
reihenfolgeabhiangige Riistzeiten

00 f; beschreibt den gewiinschte Fertigstellungszeitpunkt
[0 F; benennt den tatséchlichen Fertigstellungszeitpunkt

mmp Gesucht ist eine zuldssige Auftragsfolge (Schedule), die die
zeitliche Abfolge der Auftrage, bzw. dessen Arbeitsgdnge, fiir alle
Maschinen benennt
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ﬂ Modellcharakterisierung > > >

WA L
Beispiel:
H; Y, L
h
| 1|23 {123 Nl112]3
111123 113 |32 1 73) 3| 2
2| 2|3 2|23/ 2 2 | 3
3|23\ 3|48\ 3| 3| A1
Arbeitsgang 3 von Auftrag 2 Arbeitsgang 3 von Die Bearbeitungszeit von
(A,;) wird auf Maschine 1 Auftrag 2 dauert 3 ZE Auftrag 2 auf Maschine 1
(M,) gefertigt betrigt 3 ZE

Abb. B1: Maschinenorientiertes Gantt-Diagramm

30 P %0 P | As
InaEwniTw .
1 A ] (An) Az 71 D:=Summe Durchlaufzeiten

0 1 2 3 45 67 8 9 10 11 12 Zei

=%
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—  Z.weck einer Zielfunktion

O

ﬂ Zielsetzung (O» > >

Eine Zielfunktion dient im Rahmen
eines Optimierungsmodells der
Bewertung von Losungen

Die Qualitat einer Funktion ist
davon abhingig, in welchem Malf3
sie die Realitiat widerspiegelt

Es gilt eine Gleichung zu generieren
die den Produktionsprozess eines
Unternehmens widerspiegelt

——1. Dilemma der Ablaufplanung

[0 Eine 100%-ige Operationalisierung aller
Produktionsfaktoren in einer Zielfunktion
verursacht grof3e Kosten und ist unmoglich

[0 Daher muss die Zielfunktion, die den
Fertigungsablauf beschreibt, vereinfacht
werden

,» EIne unrealistische Modellierung der

Wirklichkeit kann zu folgenden Ereignissen

fiihren:

- Eine gefundene Losung des Modells kann

sich in der Praxis als unbrauchbar erweisen, da

reale Beschrankungen im Modell
vernachldssigt wurden.

- Eine Optimall6sung des Modells entspricht

nicht den vorgegebenen Zielvorstellungen, da

diese durch die verwendete Zielfunktion nur

ungenau abgebildet werden.” [Geo 7, S.78]
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H Zielsetzung (O» > >

B 2 Y
Beispiel eines frithgeschichtlichen Optimierungsproblems

Sieh, mein
neues, ver-
bessertes Rad!
Es macht einen
Hopser weniger

Das zu l6sende Modell lautete; vgl. Wille (1992, S. 75):

mmm) Minimiere ,,Anzahl der Hopser"
unter der Nebenbedingung

Drehfihigkeit der Rider, d.h. Anzahl der Ecken > 3
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m Zielsetzung > > >

— Behebung 1. Dilemma -2. Dilemma der Ablaufplanung —
[0 Die Einplanungsreihenfolge von
Arbeitsgiangen wird unter Berticksichtigung

[0  Ergibt sich bei Mehrfachzielsetzung

von einfachen “Hilfszielen* getroffen [0 Ziele konnen zueinander neutral,
[0 Hilfsziele dienen der Beurteilung von komplementér, oder
Maschinenbelegungsplanen und sollen den miteinander konkurrieren

Unternehmenserfolg positiv beeinflussen

[J Gesucht ist der Schedule, der einen - Beispiel
optimalen Zielfunktionswert liefert

[0 minimiere Durchlaufzeit UND
Leerzeit w=mmp konkurrierend

O Uberwiegend gilt es das Ziel zu minimieren

Zielklassen [0 minimiere Zykluszeit UND

l. Durchlaufzeitbezogene Ziele Wartezeit wmsp komplementir
2. Terminorientierte Ziele
3.

Kapazititsorientierte Ziele

Héufig verwandte Kennzahlen zur Bewertung von Belegungspldanen
sind nachfolgender Tabelle zu entnehmen
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B> S3>B>

Zielsetzung

1 Dwrchlaufzefhezonens Fiela

- ! I L\_-IIM\_-LUH\_-I LS A A
Durchlaufzeit Kennzeichnet die Dauer eines Aufrages j. die von der
D.=F.—a. Auftragsbereitstellung a; bis zu seiner Ferigstellung F
i T vergeht
summe der Durchlaufzeiten  Spiegelt die Summe aller D; wieder
n
D=>D;
J=1
Wartezeit W; reprasentiert die Verweildauer eines Aufirages | vor
E Maschine i, der auf Maschine i-1 bereits abgearbeitet wurde
. =ZH’;: W, ist die Summe aller Aufrags-Wartezeiten, die wvor
o |

Maschinen anfallen

2 Teminorientierte Ziele

Teminabweichung Ist die Differenz aus realer Auftragsbeendigung F; und
T, =F; - f gewidnschten f; von Auftrag j (SolHst-Vergleich)

Verspatung Eine positive Terminabweichung wird als Verspatung
V.:=max{0. T, gekennzeichnet, wobei das grofite T; eines Aufirages | die

Verspatung angibt

3. Kapazitatsonentierie Ziele

ZyKluszeit Eine (begrenzte) Zahl an Auftragen soll schnellstmaglich
gemeinsam als Gruppenaufirag abgefertigt werden.
E:=ma:!-:{Fv:-|j=1.__-_._ n}

Leerzeit | st d|EjEﬂ|QE intSp‘aﬂﬂE innerhalb der BE'EQUHQSF_E“ Won
n Maschine i, in der Maschine | Keinen Auﬂr}':]g E]t]fer'llgt

'I':' =7 _Zfﬁ
=
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ﬂ Komplexitit B> >3

[1 Komplexes Problem: es gibt kein bekanntes Verfahren zur optimalen
Losung mit polynomialem Rechenaufwand (in Abhédngigkeit der
Eingabedaten)

[1 Klasse P: es gibt Algorithmen mit
\ polynomialem Rechenaufwand

Klasse NP: nicht-polynomialer, meist
exponentieller Aufwand

[1 Klasse NP-vollstindig: bislang kein
Algorithmus bekannt, der eines der
Probleme garantiert mit polynomialem
Aufwand lost

NP

‘ Keine Suche nach effizienten Algorithmen,
sondern Verwendung von enumerativen
Verfahren und Heuristiken
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H Warum Heuristiken? B» B

= JSSP zahlt zu den kombinatorischen Optimierungsproblemen, d.h. Losungen
entstehen durch Kombinieren und Reihen von Losungselementen, die Anzahl
verschiedener, zulissiger Losungen steigt exponentiell zur Grof3e der
Probleminstanz

: g

Eigenschaften der Datenmenge (Anzahl Maschinen, Auftrage...)
= Definition Algorithmus:

»Die Vorschrift lost das Problem nach endlich vielen Schritten bzw. zeigt nach endlich

violon S hritton Aio Nichtoviceton= oineor T Acrimo it €€
VLCLCIL LPOCTILr LeLcrt Uil LVviCLritCALCriLL curicr LJUQMILS (/Ll/l:j

= Definition Heuristik:

,,» Nahrungsweise Losungsverfahren, dass auf nichtwillkiirliche Art und Weise potentielle
Losungen vom Suchprozess ausschlief3t und fiir das keine Garantie fiir die Optimalitdt
der Losung gegeben werden kann. “
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ﬂ Zwei BrinziEielle Lﬁsungsklassen

Y 2 ¥

[0 Exakte Verfahren [1 Meta-/Heuristiken

[0 Vollstindige Enumeration L] Prioritétsregeln
[1 Tabu Search

0 Implizite Enumeration (Branch L Simulated Annealing

and Bound / Branch and Cut) [0 Treshold Accepting

[] Genetische Alorithmen
[]

= Metaheuristiken: Moderne heuristische Verfahren, die in der Lage sind lokale
Optima zu tiberwinden. Sie erlauben neben Losungsverbesserungen auch
temporare Verschlechterungen

mm) [.okale Suchverfahren
mm) Evolutionire Verfahren
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m Lokale Suche >0 >

WA
f(x) :
Globales 9p timum = [terative Verbesserung einer aktuellen
Losung durch schrittweises Austauschen
benachbarter Losungen
= Menge zuladssiger Losungen entspricht
dem Losungsraum, der i.d. Regel nicht
v X effizient abgesucht werden kann
Lokales Optimum 1
1. verindere Losung x—x’ = Untersuchung eines kleinen
2. wenn f(x")<f(x) — x'=x Bereiches des Losungsraums
3. wenn fiir alle gilt: f(x")>f(x), dann stop! in vertretbarer Rechenzeit

4. sonst weiter mit 1. '

= Nur Lokales Optimum

Job-Shop-Scheduling Problem
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ﬂ Simulated Annealing sSA) B>»> B

N s
[] Idee:

=Von Kirkpatrick et al. 1983 und Cerny 1985

*Werkstoffphysik: Thermischer Prozess zur Erlangung eines Zustandes sehr
niedriger Energie in einem Festkorper (z.B. Kristall)

=Stochastisches Verfahren: zufillige Auswahl einer Nachbarlosung

Akzeptanzwahrscheinlichkeit

[] Analogie:

Zustand < zulédssige Losung
Energie <« Zielfunktion
Nachfolgezustand < Losung aus der Nachbarschaft

" Festlegung eines Abkiihlungsplans mit Anfangstemperatur
" Problemspezifische Entscheidungen (Zielfunktion, Def. Nachbarschatft,
Ausgangslosung)

Job-Shop-Scheduling Problem
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H Simulated Annealing >0 >

B 2 Y
[l Grundprinzip

[

[

Erreichen einer besseren Losung durch Umweg liber eine temporérer
Verschlechterung moglich

Nachbarlosungen, die besseren Zielfunktionswert liefern, werden immer
akzeptiert, Verschlechterung nur mit bestimmter Wahrscheinlichkeit (W)

W wird durch zeitabhidngigen Parameter und den Grad der Verschlechterung
kontrolliert; anfangs konnen starkere Verschlechterungen auftreten

Akzeptanzverhalten ermoglicht lokale Optima wieder zu verlassen, um
Losungsqualitat zu verbessern

Parameter: Temperatur T (im Laufe des Verfahrens reduzieren, bis T=0)

,,Abkiihlungsfahrplan® ist wichtigste Komponente zur Beeinflussung des
Erfolges

Problem: Keine allgemeingiiltigen Regeln vorhanden

Job-Shop-Scheduling Problem
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H Tabu Search (TS) B> B

Y s )

[J Verfahren der iterativen Verbesserung durch Nachbarschaftssuche

[1 Ergidnzung des Suchprozesses durch eine Art Gedéachtnis; sog. TABU-
Liste

[1 Speicherung historischer Suchschritte — bereits besuchte Losungen
vermeiden (VergrofSerung des Losungsraums)

[ Auswahl der besten Nachbarschaftslosung, die nicht in der Liste steht

[J  Aufhebung des Tabu-Status durch Aspirationskriterium moglich

[ — Haufigstes Kriterium: Verbotene Losung ist besser als bisher
gefundene, beste Losung

[ Mogliche Abbruchkriterien: feste Anzahl von Iterationen iiberschritten,
leere Nachbarschaft, ausreichende Losung

[] Problem: Tabu-Listenldnge, erfolgt experimentell

Job-Shop-Scheduling Problem
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B>» B>

ﬂ Genetische Algorithmen (GA)

Einsatz biologischer Prinzipien zur Losung von Optimierungsproblemen

= Anpassungsprozesse von Lebewesen, wobei Entwicklung einer Species einen
Optimierungsprozess an gegebene Umwelt darstellt

= Vorreiter: Holland, Rechenberg Anfang der 60-er Jahre

= Betrachtung von Individuen, welche eindeutig durch Gene (Eigenschaften)

1dentifizierbar sind

Initialisierung [—*| Evaluation »| Konvergenz? —|Best Individual
a (‘}eneration 2 No
Mutation [~—| Crossover |«——| Selektion

Sequenz von Operatoren eines genetischen Algorithmus

21.01.2008
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H GA B>» B>

[1] Grundmechanismen:

= Selektion: Auswahl einer Menge von Losungskandidaten (Population)
unter Beachtung des Fitnesswertes (Losungsgiite)

* Kreuzung: Rekombination von einzelnen Losungskandidaten (Kind-
und Elternindividuen) durch Austausch von ,,Erbmaterial*
mm)p Teillosungen von , fitten* Individuen

= Mutation: Geringfiigige Anderung des Erbgutes an zufillig
ausgewahlten Stellen mit Hilfe eines Mutationsoperators

= Konvergenz beschreibt das Anstreben an ein lokales Optimum

mmm)p Stochastisches Verfahren (Zufallselemente)

Job-Shop-Scheduling Problem
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ﬂGA

B>» B>

BN 2 § Beispiel:
M 1 M 2 M3
J | 2 3 1
J 5 3 1 2
J ; 2 1 3
Maschinenfolgen

M, | M, | M,
Jo| 40| 20| 70
J, | 30 | 50 | 60
J, | 20 | 40 | 30

Bearbeitungszeiten

[0 1. Erzeugung einer Initialpopulation (zufillig)
POP, ={s,,s,,5,,5,} Populationsgrofe mit 4 Individuen

mmp Darstellung einer sog. Job Sequenz Matrix (Angabe iiber die Fertigungsauftragsfolge)

M,

M,

S S B
M, J,,J,,J,
VSN S

—

W W W
(\O I \O R\
—_—

Kompaktschreibweise

21.01.2008
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H GA B>» B>

1l 30 312
s, = 321  Z. (s)=280 7T 231 Z_ (s,)=230
321 1 32
S2 - 2 3 1 Zmax(S2):270 S4 = 3 2 1 ZmaX(S4):280
231 39 1

[J 2. Selektion

= Lineare Rangselektion: Reihenfolge der Fitnesswerte um die
Selektionswahrscheinlichkeit zu berechnen

=  Bildung einer Rangordnung und Sortierung der Individuen, hier
Minimierungsproblem — je kleiner der Fitness, desto besser

— : Diese , Elternindividuen*
Rang | Individuum | Fitness P (Sl)/ werden fir Kreuzung gewahlt

4 5, 230\ _+— 4/10 |
S 7 3/10 Erzeugung zweier Kind-Individuen

3
2 5 280 2/10 s, =5,
1 S 280 1/10 _ =
2 S3 =95,
Job-Shop-Scheduling Problem
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ﬂGA

Y s )
[0 3. Kreuzung

= SXX

= Vielfalt an moglichen

Kreuzungsoperatoren (1 Punkt,
Mehrpunkt, SXX...)

(Subsequence Exchange
Crossover): versucht Gruppen von
Auftrigen zu finden, die in derselben
Zeile stehen und sich lediglich in der
Reihenfolge unterscheiden. Diese
Gruppen werden ausgetauscht.

32 1

B>» B>

[0 4. Mutation

= Geringfligige Anderung des Erbgutes
an zufallig ausgewihlten Stellen mit
Hilfe von Mutationsoperatoren

= Bsp.: Shift-Change-Operator wahlt
Auftrag zufillig aus und verschiebt
ihn auf allen Maschinen um gleiche
Anzahl und in gleiche Richtung

0

[1 5. Bewertung

S, =8, |2 371 2 31| 8,=39,
ﬂl 14 2) = Berechnen der Qualitit des neuen
— Individuums
SXX
PN £\
3 (1 2 3121
- ) -
S, 2371 231 8,
3 2)1 1 (G 3)
N— 7
Job-Shop-Scheduling Problem
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H Branch-and Bound-Algorithmus > >35> >

O
O
O
O

Beschreibung B&B

B&B ist ein unvollstindiges exaktes Verfahren, welches nach endlich vielen
Schritten eine optimale Losung findet, bzw. dessen Nichtexistenz nachweist
Idee von B&B: nur einen Teil des Losungsraumes (=unvollstindig) zu
durchsuchen, bis ein einziges optimales Ergebnis (=exakt) gefunden wurde
Dabei wird der Losungsraum in Form eines ,,Entscheidungs-Baumes*
dargestellt und auf der Suche nach dem opt. Belegungsplan durchlaufen

Unter B&B wird eine Vielzahl methodisch dahnlich arbeitender Verfahren
zusammengefasst

4,
5

Bestandteile von B&B

Initialisierung des Verfahrens

Vorschrift zur Bildung von Relaxationen (Eliminierung bzw. Lockerung einer
oder mehrerer Restriktionen)

Regel zum Ausloten/Beschranken von Problemen (bound=beschrinken)

mit Hilfe von oberen und unteren Schranken (UP = upper bound / LB = lower
bound)

Eine Selektionsregel zur Bestimmung des nachsten zu behandelnden Knotens
Regel zur Verzweigung eines Problems in Teilprobleme (branch=verzweigen)

Quelle: In Anlehnung an [Dom/Dre 6, S.134]

Job-Shop-Scheduling Problem
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m Beispiel B&B > 2 >

N s
[0 Es wird ein auf aktiven Plinen beruhendes B&B-Verfahren skizziert

ZIEL: minimiere Gesamtbearbeitunszeit Z = maX{Fj | j= 1,...,n} /vgl. [Dom 5, S.414 ff.]

H; Y, L

h x ~ -
jhl1]12]|3 j\h 1™ ~2 | 3| auftrags- | JWYAN|"Z T 3~
11123 1 | 373772 |orentiert | 4 (3-37T7
2 3| 1 2| 2|33 |maschinen- | 2 |\3/| 2| 3
3213 3|4 (3|1 |orentiert |3 N4

Ein Knoten P setzt sich aus einem partiellen Belegungsplan P, (mit fest eingeplanten

Arbeitsgéngen) und einer Menge momentan einplanbarer Arbeitsgénge A, zusammen.
FE=fruhester Endzeitpunkt / FA=truhester Anfangszeitpunkt

$—Startknoten ( “Wurzel”)

Py: Ply:=<leer |; ={ A11(H11_1) Az (2), A31(2)}; FA:=(0,0,0) wg. a;=0
LBy:=max {0+9) 0+9 0+6 /{0+830+8, 048} =
FE:=min{0+3, 0+2, 0+4}= 2 auf i*=2

Da A,, und A;, um die Maschine i=2 konkurrlerert, somit zwei unterschiedliche Plane

moglich wiéren, wird das Problem P, in P, mit A,, und P, mit A;, verzweigt

Job-Shop-Scheduling Problem
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ﬂ Beispiel B&B > 2 >

[0 Die untere Schranke LB soll eine Schitzung der noch mindestens zu
erwartenden Zykluszeit Z abgeben

Dazu wird die Arbeitsgangfolge NICHT beachtet (relaxiert)

Die obere Schranke UB repriasentiert das Ergebnis des besten bisher
gefundenen Ablaufplans

O
O

\
~

\
Relaxiertes, auftragsorientiertes Gantt-Diagramm fiir Py

Ap 3 Az Aszs Az
2 Az; Ag Az
1 Ajn Ay An
' 0 1 2 3 4 5 6 7 8  Zei

Relaxiertes, maschinenorientiertes Gantt-Diagramm fiir Py

M 3 | As; An Al /////////////

2 Az A
1 Ass An Ais

o1 2 3 4 5 6 7 8 9 Zeit

Job-Shop-Scheduling Problem
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m Beispiel B&B > 2 >

Y s Y
UB=12, da das B&B-Verfahren am Ende des linken Zweiges in P eine zuldssige

Losung mit Z=12 gefunden hat
Knoten P,, wird nicht weiter betrachtet, da das relaxierte/mindestens zu erwartende

Ergebnis 15=LB betragt
P,, fuhrt zu einem suboptimalen Ergebnis
Ein Knoten wird eliminiert, sofern LB >UB, d.h. kein besseres Ergebnis moglich ist

LB4O:=ma G716, 4+5, 0+6 7+8 4+8 7+1})— 15; Ausloten wegen LB, >UB

o0 0O O

0 1 2 3 4 5 6 & 9 10 11 12 13 14 1

c 1 2 3 4 5 6 7 & 9 10 11 12 13

Job-Shop-Scheduling Problem
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H Fazit und Ausblick > > >

[0 Heuristiken sind flexibel anwendbar und liefern relativ gute Ergebnisse in
annehmbaren Rechenzeiten

[0 Trotzdem nur Nahrungsverfahren, kein globales Optimum

O

Aussage liber Losungsqualitat gestaltet sich schwierig, da die tatsdchliche
Entfernung von der optimalen Losung nicht bestimmbar ist

[0 Bewertung anhand Losungsgiite und Laufzeitverhalten — Literatur bietet
wenig aussagekraftige Informationen (problemspezifisch)

[0 Nachteil der Nachbarschaftssuche: bessere Losungen aullerhalb werden nicht
gefunden

e TS: Tabu-Liste sehr speicherintensiv, Uberpriifung zeitaufwendig, Listen-Linge?

* SA: Keine allgemeingiiltige Regel fiir ,,Abkiihlungsfahrplan®, auch hier treten
problemspezifische Entscheidungssituationen auf: Ausganglosung, Definition
Nachbarschaft

* GA: Losungsgiite von sehr vielen Parametern abhéingig (Populationsgrof3e, Anzahl

Generationen, Selektions- und Mutationskriterien...)

Job-Shop-Scheduling Problem
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m Fazit und Ausblick > > >3

Oooood

Als problematisch haben sich die beiden Dilemma der Zielsetzung gezeigt:

1. Dilemma: Fit zwischen Zielfunktion und Realitét

2. Dilemma: Konflikt bei konkurrierenden Zielen

Ferner terminiert die Komplexitatshiirde die Gro3e des JSS-Modells (m x n)
Selbst durch einen enormen technischen Computerfortschritt anderte sich nichts
Ebenfalls die in den Losungsverfahren tiberwiegend gemachten Annahmen, dass
Daten als gegeben anzusehen sind und es keine stochastischen Faktoren gibt, ist
aullerst strittik

Ausblick

Als Weiterfithrung des Branch- and Bound-Verfahrens ist das Branch- and Cut-
Verfahren anzusehen, welches sich stiarker auf die Reduzierung (Beschneidung=cut)
des Losungsraumes konzentriert

Am intensivsten wird die Losungsklasse der Heuristiken betrachtet werden, da sie in
angemessener Zeit ein geeignetes Ergebnis liefert; besonders fiir die Praxis interessant
Das Forschungsfeld des Job-Shop-Scheduling wird auch in Zukunft weiterhin Bestand
haben, denn es beschiftigt sich damit, gegebene Produktionsressourcen (Maschinen,
etc.) moglicht effizient einzusetzen (Allokationsproblem).
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